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Key takeaways

1. Knowledge and use of Al: Public understanding of generative Al is low, despite
media attention, with a potential divide emerging between those who are
knowledgeable and confident with Al and those who are not. While job displacement
fears are minimal, most workers anticipate Al integration in their roles soon. Thereisa
critical gap in skills related to understanding and interpreting Al among individuals and
in businesses, particularly in assessing risks, safety, and accuracy. This highlights the
need for upskilling and education initiatives.

2. Perceptions of Al in practice: Public opinion on Al is nuanced and context-
dependent, with positive views on applications like healthcare and security, but
concerns about uses such as "fake" content creation and high-stakes automated
decision-making.

3. Aland the future: Public concern exists regarding the pace of Al regulation,
emphasizing the need for a robust, trustworthy framework. Continuous public and
business engagement is crucial for understanding evolving attitudes and building trust
and support for Al advancements.

The UK government's newly released Al Opportunities Action Plan lays out a bold and comprehensive
vision for being a global leader in artificial intelligence. From investing in critical Al infrastructure and
skills, to driving adoption across the public and private sectors, to nurturing homegrown Al champions
-the plan sets out how the UK can capitalise on the transformative potential of Al.

Our research shows there is one essential factor that must underpin all these efforts if the UK is to
succeed inits Al ambitions: trust. For Al systems to be widely embraced and adopted by citizens,
businesses and government services alike, people need to have confidence that the technology is
safe, secure, well-governed and aligned with societal values and priorities.

Knowledge and use of Al

Despite the media and policy focus on Al and growing public awareness, understanding and proactive
use of generative Al remains low. Those who say they know more include men, younger people, those
in-work, graduates, and Londoners.

Those who know more about Al tend to engage more themselves with Al in their work and personal
lives. They also have more trust in the technology and feel more comfortable with different use cases.
This suggests a potential divide emerging between those who are more knowledgeable and confident,
and those with lower awareness who risk being left behind as Al advances. Targeted education and
engagement is needed to improve Al literacy and access.

When discussing Al, people are often negative and share discomfort and suspicion. They say they are
worried about Al taking away our shared humanity and sense of control. But as we find so often, in
practice public views of new technologies are nuanced and depend on the detailed context of how
they are used.



mailto:Daniel.Cameron@ipsos.com
mailto:Nathan.Bransden@ipsos.com

Perceptions of Al in practice

People are open to Al assisting humans but uncomfortable with it replacing human judgement. Our
research highlights the desire among the public and businesses for positive, real-world examples of Al
being used safely and responsibly to improve work and life, from productivity to health outcomes to
engaging with public services.

For example, most people in the UK are comfortable with using Al to improve traffic flow, to identify
known criminals or missing persons, and in various ways in healthcare, such as helping to diagnose
diseases, identify those at increased risk from chronic ilinesses, and monitor those with long-term
health conditions.

People are most uncomfortable where Al could be used to mislead by creating fake’ content featuring
famous people, or filtering or personalising the content that people see. They are also uncomfortable
with Al making important decisions that significantly impact people's lives without human oversight,
such as assessing welfare benefits or marking exams.

This means that when it comes to public services, there is openness to specific applications that
could enhance delivery, though less support for automated decision-making or resource allocation.

Our research with businesses shows they are looking to the government, training providers,
universities, schools and other businesses to improve understanding of Al's benefits and limitations
across the UK, while leading by example in setting a high bar for trustworthy Al development and use
in the public sector.

Confidence in Al skills

While most people are not yet confident in using Al, those with digital skills generally feel capable of
engaging with Al systems. However, there is a critical gap in skills related to understanding and
interpreting Al, particularly in areas of safety and privacy, risks and threats, and accuracy and
reliability. These skills are crucial for building trust and effective Al implementation.

The workforce will increasingly need to apply Al in various roles, from Al specialists to implementers
like researchers and policymakers. Across all levels, key skills will include judging accuracy and
reliability, understanding risks and threats, and maintaining information safety and privacy. The UK
must cultivate these skills to support innovation, reform and productivity gains -the current focus is
on tertiary education and specialist skills.

Al and the future

Our polling has found that the pace of Al regulation is viewed as too slow by most. The UK needs to
establish a robust governance framework drawing on global best practices, with public trust and
safety as central objectives. Despite doubts about international cooperation on Al, there is a desire for
the UK to take a leading role in addressing these issues. Progress on Al regulation and a clear
commitment to public concerns are essential to boost trust and acceptance.

More broadly, ongoing public and business engagement to understand evolving attitudes is crucial.
Policymakers, regulators and businesses need to collaborate to improve Al literacy, actively involve
the public in shaping governance, address the impact on workforce inequality, and support
responsible innovation. While the infrastructure and technical capabilities are crucial for the Al
transition, public and business trust and confidence are essential for the widespread adoption of Al,
and to ensure the UK makes the most of the many opportunities this transition will bring.




Most people do not use generative Al in their work or personal lives -
and few do so often

0: How often. if at all. have you used such ‘generative”Al tools (including tools like ChatGPT, Jasper and Bard)in your work or personal life?

Work
2% 21% 2%
Personal life
23% 2%
m \ery often = Fairly often Not very often = Not at all Don't know
Base: AllUK sdults 16+{n=5,150) All UK adults 16+ who are In work [ns2,E06). March 2024
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Al is seen as more a risk than an opportunity

(Q: On balance, do you see Al as more of an opportunity or a risk for the following?

More of an As much ?f an . More of a risk
opportunity opportunity as arisk

Public services in the UK 26% 35% 32%

The UK economy -23% 36% 33%
You personally - 22% 30% - 29%
UK society .19% 37% -39%
The UK's national security . N% 29% - 53%

Base: All adults 16+(n=5,098)
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(- Thinking about the current ar future use of Al technologies, how comfortable
or uncomfortable are you with the following?

Analyse real-time traffic data to
improve the flow of traffic on roads

Analyse CCTY footege to identify
peoplele.qg. i

: by analysing
| test results

Help identify those at in
of chro:

Help monitar the health of people
with long term health conditions

Help people with care needs to live
independently at home

Comfortable

Ease: All U adults 10+ (=075 March 2024; Aladults 10+ {n=0,028| September 2025, Note that use cosss

66%

Uncomfortable

were asked In eRher March 2024 or Septemnber 2023

@ ipmos | Fublic Trust i Al| Septembar 2024 | Public

There is openness to using Al
when humans need help

* Comfort with Al is highest where the
benefits to individuals or society are
clearest - and there are few obvious

downsides

* In these cases, most people believe
that the benefits of Al outweigh the

risks for the public

But people are wary about being
misled or humans being replaced

+ People worry about ‘fake’ content
featuring famous people, or filtering or
personalising content that people see

« They are also uncomfortable with Al
making high-stakes decisions that
significantly impact people's lives

+ Although worth noting that this doesn't
explore specific safequards
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(- Thinking about the current ar future use of Al technolegies, how comfortable
or uncomfortable are you with the foliowing?

Conduct and mark exams in schools,
colleges and higher education

Assess whether someone is entitled
to welfare benefits or not

Personalise social media content

Produce new content featuring
images or voices of famous people
from the past

Froduce new content featuring
images orvoices of famous people
from the present

Analyse people’s political
preferences to direct political
content and advertising at them

= Comfortable

.
n

= Uncomfortable
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