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Synthetic data is about to change 
the world. From fast-tracking drug 
development in healthcare, simulating 
fraudulent transactions in financial 
services, and fueling autonomous vehicle 
tests in the automotive sector, it is already 
demonstrating its value across various 
business contexts. 

At Ipsos, we believe synthetic data 
opens brand new possibilities for market 
research, particularly in the field of product 
testing. However, many businesses remain 
uncertain about the quality of synthetic 
data, or how to evaluate it. This paper 
aims to bridge these gaps. 

As the world’s largest and leading product 
testing adviser, Ipsos has been at the 
forefront of leveraging cutting-edge 

technologies to accelerate innovation and 
growth for businesses around the world. 
The following pages present Ipsos’ insights 
of testing products with synthetic data, 
providing readers with:

• Recommendations for generating 
and evaluating high-quality 
synthetic data sets

• Specific applications in product 
testing for consumer goods and 
services  

Today, we find different types of 
synthetic data in the market research 
industry, each with their strengths and 
weaknesses.  In this paper, we focus on 
data boosting, i.e., enhancing datasets 
with synthetic data.

At Ipsos, we champion the unique blend of Human 
Intelligence (HI) and Artificial Intelligence (AI) to 
propel innovation and deliver impactful, human-
centric insights for our clients.

Our Human Intelligence stems from our expertise 
in prompt engineering, data science, and our 
unique, high quality data sets – which embeds 
creativity, curiosity, ethics, and rigor into our 
AI solutions, powered by our Ipsos Facto Gen AI 
platform. Our clients benefit from insights that 
are safer, faster and grounded in the human 
context.

#IpsosHiAi 

At Ipsos, we believe 
synthetic data opens 
brand new possibilities 
for market research, 
particularly in the field 
of product testing.
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We start with a general overview of 
what is needed to generate high-quality 
synthetic data and how to evaluate its 
quality. As the effects and nuances 
of synthetic data can only truly be 
understood when considered in specific 
application areas, we investigate 
how synthetic data can be applied to 

product testing, specifically. This paper 
covers only the generation of synthetic 
numerical data; the format used most 
by quantitative researchers. It does not 
cover the application of synthetic images, 
video, data imputation, or synthetic 
personas, all of which also fall under the 
broad umbrella of synthetic data1.

Generating and evaluating synthetic data
We use data to make better business 
decisions in the real world, and synthetic 
data can be employed in many ways to 
support decision-making. As such, while 
synthetic data does not correspond to real 
events or people, it still needs to mimic the 
statistical properties and patterns of real-
world data. This raises two fundamental 
questions: 

01 What is required to generate 
synthetic data that closely mimics 
real data?

02 How can synthetic data be 
evaluated for its resemblance 
to real-world data?

Before an AI can generate synthetic 
data that mirrors real-world data, an AI 
needs to be trained on real-world data. 
As discussed in Ipsos’ first paper in the 
Humanizing AI series, AIs are simply 
algorithms; they have no intelligence 
of their own, until they are trained. It is 
through learning from training data that 
AIs gain the intelligence we associate 

with them. This is the most critical point 
to remember from this paper: if an AI has 
not been trained on real-world data that is 
relevant to your business, it will not be able 
to generate synthetic data that shares the 
same properties as real-world data. It’s as 
simple as that! 

The evaluation process is 
straightforward as well. Synthetic 
numerical data should, at minimum, 
mirror real-world data on common 
statistical measures— such as means, 
data distributions, variances, and 
relationships between variables (e.g., 
correlations). A direct comparison 
between synthetic and human data on 
these common metrics will provide us 
with a sense of how well a synthetic 
data set approximates human data. The 
closer synthetic data is to human data, 
the less risk we assume when using it, 
but there is always some risk because 
synthetic data can never perfectly mimic 
real data in every aspect. We should use 
synthetic data, therefore, only when we 
are willing to accept some risk.

Data Boosting

Enhancing datasets with 
synthetic data to create 
more observations

Persona Bots

Tailored digital assistants 
that mimic consumer 
segments

Data Imputation 

Using machine learning 
to fill in missing 
information 

Synthetic Panels

Utilizing entirely artificial 
samples made up of 
synthetic respondents

Data Fusion

Using machine learning 
to combine datasets to 
create a new dataset 

As explained in the Ipsos Views 
paper, Synthetic Data: From 
Hype to Reality1, synthetic 
data is artificial data that is 
generated from a model that is 
trained to mimic the statistical 
properties and patterns of 
real-world data.

If an AI has not been trained on 
real-world data that is relevant to 
your business, it will not be able to 
generate synthetic data that shares 
the same properties as real-world 
data. It’s as simple as that! 

Types of approaches to using synthetic data

Quantitative Data Augmentation

Synthetic Participant Research
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Generating synthetic data using LLMs
Approaches to generating synthetic data 
can be divided into two categories: LLMs 
(Large Language Models) and non-LLMs, 
differentiated by their text-based and 
numerical-based nature, respectively. 
Off-the-shelf, or public LLMs, which are 
pre-trained on extensive datasets such as 
websites, online books, and social media 
posts, can generate quality synthetic data 
in subject areas included in their training. 

However, off-the-shelf LLMs have 
limitations in producing realistic synthetic 
data (see Figure 1)2,3. First, their training 
data is limited in coverage – many topics 
are too mundane or private to be found 
online. Second, LLMs are often biased 
toward Western, English-speaking 
countries, due to the predominance 

of such data in their training sets. 
Studies have shown, for example, that 
cultural values generated by LLMs align 
more closely with the Anglosphere and 
Protestant Europe than those of other 
countries4. Third, information can quickly 
become outdated. 

Therefore, to generate high-quality 
synthetic data using LLMs, it is crucial to 
train them on updated, country-specific 
real-world data relevant to the subject of 
interest. This process requires access to 
recent, pertinent, and specialized data, 
statistical and data science expertise, and 
substantial investment of time and effort 
to ensure the synthetic data accurately 
reflects real-world statistical properties 
and patterns5.

Generating synthetic data using non-LLM 
approaches
Long before LLMs stole the spotlight, 
data scientists have used Deep Learning 
(DL) algorithms6 to generate synthetic 
numerical data7. DL algorithms, including 
the types used in LLMs, are potent tools 
for the generation of synthetic data, each 
possessing unique advantages. 

LLMs are particularly effective at 
generating human-like text data. They 
can provide detailed and contextually rich 
textual data, making them highly valuable 
in applications such as content creation, 
language translation, and chatbots8. 

Non-LLM DL offers significant 
advantages for generating synthetic 

numerical data. DL algorithms are 
particularly effective at producing 
synthetic numerical data that closely 
mirrors the statistical properties of 
real-world datasets. While pre-trained 
LLMs like ChatGPT are designed for 
natural language tasks, DL models can 
be trained specifically for numerical 
data synthesis, enabling customization 
for domain-specific or market-relevant 
applications. At Ipsos, we have a strong 
history of leveraging DL techniques for 
data synthesis. In the following section, 
we detail the results of applying DL 
models to generate synthetic data for 
product testing, analyzed on a product-
by-product basis.

Why product testing
Outside of market research, while many 
applications of synthetic data focus on 
the anonymity (e.g., anonymizing medical 
data to preserve confidentiality), in market 
research, the key benefit many businesses 
are looking for is cost and time savings 
from having to collect real-world data. 

With online data collection getting faster 
and less expensive each year, one needs 
to carefully consider whether the savings 
in time and money are worth the decrease 
in accuracy that comes with synthetic 
data. For example, using Ipsos.Digital, 
Ipsos’ agile testing platform, a researcher 
in the United States can conduct a survey 
of 300 respondents for around USD 
$2,000 and get results in around 24 hours. 
Hypothetically, if the researcher leverages 

synthetic data to answer the questions 
the 300 real humans would have provided, 
answers with synthetic data may take 12 
hours to generate, cost $1,500, and offer 
lower accuracy compared to the real 
human data. In this situation, it may make 
more sense to collect real data rather than 
generate synthetic data as the savings 
in cost and time do not seem worth the 
decrease in accuracy. Why not spend the 
additional $500 and wait 12 hours longer to 
get the real thing!

Due to the inherent trade-off that comes 
with synthetic data, we wanted to test 
synthetic data in scenarios where the cost 
of conducting research is typically high. 
Product testing fits this bill perfectly due 
to the many costs involved: 

Figure 1: Comparisons between an all-human dataset and human-synthetic boosted dataset

200 Humans vs.  50 Humans + 150 Synths

Source: 
Ipsos
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Manufacturing: Manufacturing 
or purchasing products and 
prototypes, or masking them for 
product testing

Shipping and Returns: Costs to 
deliver products, and return or 
destruction of empty packaging

Sampling: Recruitment costs, 
particularly when businesses 
need to be selective about their 
user base

Due to manufacturing, shipping, and 
sampling costs, any reduction in the 
number of participants in a product test 
can lead to significant savings. This does 
not mean that synthetic data cannot be 
used in other areas of market research, it 
simply means the risk may outweigh the 
benefits if cost savings are minimal.

We still need humans
The product experience is inherently 
human. AI alone cannot capture the five 
senses, emotions, expectations, or the 
impact of context that humans experience 
with products. Therefore, our goal in 
applying synthetic data to product testing 
was not to replace human input entirely, 

but to boost it. Our challenge was to 
establish the minimum number of human 
respondents needed to test products 
alongside synthetic data, to ensure viable 
results. To achieve this, Ipsos’ Innovation 
teams ran two research streams: 

by differences in product technology 
(e.g., the amount of sugar used). 
Consequently, the variance observed in 
product testing is typically smaller than 
those in other areas of research, such 
as evaluating consumer attitudes or 
brand perceptions, for example. 

In an ideal scenario, businesses would act 
on these findings and conduct product 
testing with 50 participants, particularly 
during early-stage testing, when the risk 
is lower.

However, most businesses do not proceed 
in this manner for two reasons:

01 A sample size of 50 does not allow 
businesses to gain insights into 
subgroups. Sometimes, businesses 
need to analyze specific segments 
within the consumer population.

02 A sample size of 50 results in low 
statistical power for detecting 
differences. This is problematic, 
because businesses usually rely 
on action standards based on 
statistical testing. In practical 

terms, using a sample of 50 may 
prevent businesses from moving 
forward with the research findings. 
In statistical terms, small samples 
increase the risk of Type II errors—
the chance of failing to detect a real 
difference when one exists.

Therefore, instead of recruiting 200 
humans to test a product, for example, we 
could recruit 50 humans to test a product, 
generate 150 synthetic respondents from 
the 50 human data without replicating 
or resampling the 50 humans, and then 
combine the human and synthetic 
respondents to test with a mixed sample 
of 200. Consider the 50 humans as a 
“seed” sample to train the AI, enabling it to 
generate synthetic data that accurately 
mimics human responses to products.

This is where research stream 2 comes 
in, to validate whether the small human 
samples, boosted with synthetic data, 
would still produce the same results as all-
human samples. To ensure generalization, 
in our synthetic data pilots, we covered a 
diverse set of countries and categories. We 
also experimented with larger seed 

Research stream 1

Determining the smallest number 
of humans needed to approximate 
product testing results from larger 
samples (e.g., 200–300 humans) 
without synthetic data

Research stream 2

Validating that small human sample, 
when boosted with synthetic data, yield 
the same results as all-human samples

In research stream 1, we leveraged some 
of the data from Ipsos’ product testing 
database, considering 40,000 respondents 
and 185 selected consumer packaged 
goods (CPG) products tested worldwide9, to 
assess at what minimum number of human 
samples we get a high enough correlation 
with product testing results from larger 
samples. We determined that when the 
best performing product differs from 

the worst-performing product by at least 
8%, a sample of 50 human respondents 
is sufficient to replicate the performance 
rankings of the best and worst products 
(correlation coefficient r = 0.8).

The small number of participants needed 
to replicate results from larger samples 
is likely because variance in product 
testing data is mainly influenced 

The product experience 
is inherently human. AI 
alone cannot capture the 
five senses, emotions, 
expectations, or the impact 
of context that humans 
experience with products. 
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[Ipsos] validated results 
by comparing findings 
from an all-human 
dataset with those 
from a dataset boosted 
with synthetic data.

In general, synthetic data works
In our experiments, we validated results 
by comparing findings from an all-human 
dataset with those from a dataset boosted 
with synthetic data (see Figure 1)10. As a 
reminder, in our approach, we are not just 
replicating or copying and pasting existing 
respondent data.

In general, we found that the two datasets 
were remarkably similar, in in terms of:

• The relative performances of 
products (e.g., rankings,  
statistical significance)

• Data distribution (e.g., the 
distribution of people’s responses 
across the answer options on 
individual questions) 

• The relationships between variables 
in the data (i.e., correlations between 
overall liking and product attributes) 

Most importantly, the two datasets 
showed differences in variances but led 
to the same business decision in every 
dataset we tested (see Figure 2).

samples (e.g., 75, 100) but for brevity, will 
share only the findings from our trials with 
50 humans.  

Moving on, data from the 50 humans was 
used to train a DL algorithm to generate 
synthetic data. We did not use an off-the-
shelf LLM because the public data that 
LLMs have been pre-trained on does not 
include people’s multi-sensory experiences 
on products in the given category (e.g., 

prototypes, new formulations) and 
does not provide robust numerical data 
on respondent level. To add, we did 
not consider weighting the data as an 
alternative to DL, because weighting does 
not help in creating additional sample sizes 
for subgroups and is often not accepted in 
product testing.

Figure 2: Criteria used to determine accuracy of part-human, part-synthetic in replicating findings 
from the all-human dataset

Source: 
Ipsos

Business decisions  
& action standards

Data  
distribution

Product rankings and 
significant differences

Correlations

1st 2nd
3rd
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When seeking feedback 
on products from a 
specific target group, 
we must set recruitment 
quotas that align with the 
business objectives. 

A key benefit of product testing with 
synthetic data is the ability to boost data 
for hard-to-reach populations. Once 
boosted, differences that were previously 
not statistically significant may become 
significant due to the boost in sample 
size. In one of our tests, for example, 
we generated synthetic responses to 
boost people who used a particular brand 
of product.  

In our all-human sample, we had about 100 
brand users per product. In the all-human 
dataset, there were some differences 
between three products tested, but the 
differences did not reach statistical 
significance. Once boosted with 100 
synthetic brand users per product, the 
differences between products became 
statistically significant due to the increase 
in sample size (see Figure 3). 

Some caution is warranted
We have presented a promising picture of synthetic data. As previously mentioned, 
synthetic data alone comes with an inherent trade-off, as it can never fully match the 
accuracy of real-world data. The ability of a part-human, part-synthetic dataset to 
replicate the findings of an all-human dataset depends on:  

• The representativeness of the 
human data used to train the AI. 

In our initial pilots, when 
we did not control the 
50 human participants 

to align with the structure of the 
original 200-person sample and 
generated synthetic data from 
the 50, we noticed differences in 
the results. Without such control, 
in 20–30% of these samples, the 
synthetic data generated did not 
capture the product performance 
reflected in the original 200 humans. 
The takeaway is that synthetic data 
can fail if the human seed sample is 

not representative. However, when 
we matched the structure of the 50 
human participants with those of 
the original 200-person sample, the 
business decision would have been 
the same using a combined sample 
of 50 humans and 150 synthetics 
as it would have been using 200 
humans. To summarize, when 
seeking feedback on products from 
a specific target group, we must set 
recruitment quotas that align with 
the business objectives. Just as we 
did in the past with larger sample 
sizes, this ensures we are sampling 
the right target group.

Figure 3: Human brand users boosted with synthetic brand users

Source: 
Ipsos

vs. 

‘A’ has the highest score 
but it not statistically 

significant

‘A’ has the highest score 
and is statistically 

significant

100 Humans  
(Brand users)

50 Humans 
 (Brand users) + 
 150 Synthetic  
(Brand users)
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The promise of synthetic data: 
from hype to reality
Data is often considered the lifeblood of 
businesses, enabling smarter decisions 
that help them grow and thrive. The 
promise of being able to generate 
synthetic data, at will, and at scale, is 
therefore extremely attractive. Public 
sentiments on synthetic data, however, 
are quite polarized. Companies offering 
synthetic data services might say “this 
is all you need, no humans required”! 
Researchers who are more cautious may 
adopt a wait-and-see approach and are 
hesitant to use synthetic data for the 
time being. Underlying these opinions 
is a tendency to categorize the world in 
a binary way: Good or bad? Synthetic or 
real-world data? We have taken a first step 
to provide clarity on this topic, to show 
that synthetic data is no different than 
other research tools. Synthetic data has 
its strengths and weaknesses and is more 
suited to certain situations. 

In our pilots, we demonstrated that AI 
could generate synthetic data to mimic 

real-world data, but first, it requires 
quality human data for training purposes. 
Therefore, the answer is not synthetic 
or real-world data. We need both. The 
accuracy of synthetic data is not good 
or bad; rather, “it depends”. If product 
differences are small among humans, 
we need to look into subgroups. If the 
human data used to train the AI is not 
representative for the target group 
or relevant to the business, then the 
accuracy of the synthetic data will be 
compromised. If we want to use synthetic 
data, we must accept that it may not work 
under some conditions. As researchers, 
our responsibility is to ensure we use 
synthetic data only when appropriate: 
under conditions that will maximize 
success. Boosting synthetic data offers 
several advantages over using smaller 
sample sizes, including the ability to 
conduct subgroup analyses, retain 
statistical power, and perform more 
complex analyses.

• How differentiated the products 
are in the first place. When there 

are significant differences 
between products in 
the all-human dataset, 

the AI was easily able to pick up 
those differences and replicate 
them in the synthetic data. When 
differences between products are 
not statistically significant, the AI, 
like the all-human sample, could 
not detect distinctions either (see 
Figure 4). In the numerous pilots we 
conducted across various countries 
and categories, we identified an 
additional advantage of using 
boosted samples in situations where 

there is low discrimination between 
products. When analyzing subgroups 
by dividing the original sample into 
smaller subsets, like current brand 
users and non-brand users, we 
discovered that using AI-generated 
synthetic data to enhance the 
smaller sub-group sizes improved 
the detection of differences in 
product performance, based on 
target group preferences. This was 
evident at the subgroup level, where 
the synthetic data helped increase 
the statistical power and uncover 
preferences that might not have 
been detected with the original 
sample alone.

Figure 4: Accuracy of synthetic data depends on actual product differences

Source: 
Ipsos

As a final note on validation, to avoid a 
reader leaving with the impression that 
they can start doing all market research 
with just 50 humans, we should make it 
clear that the findings presented here 
are specific to product testing.  The 
conditions that made it possible to use 
only 50 humans in product testing may 
not be present in other areas of research. 
As the world’s leading product testing 

adviser, we took some learnings from 
Ipsos’ product testing database. Not to 
mention, product testing has unique data 
characteristics that can help ensure the 
quality of synthetic data (for instance, 
product characteristics that influence 
the human senses). Synthetic data should 
always be validated, on a case-by-case 
basis, for the specific application desired 
(e.g., segmentation). 

Ease of picking up differences in total sample

Medium  
differentiation

High  
differentiation

Low  
differentiation

Data is often 
considered the 
lifeblood of businesses, 
enabling smarter 
decisions that help 
them grow and thrive. 
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Overall, we do not believe synthetic data 
should completely replace humans – at 
least not in product testing. In the 1997 
movie “Good Will Hunting”, the late actor, 
Robin Williams, portrayed a professor who 
mentors a young genius, played by Matt 
Damon. The prodigy holds a vast amount of 
knowledge, due to his superhuman ability 
to absorb information from books. In one 
of the scenes in the movie, the professor 
counsels the prodigy on the distinction 
between book knowledge and real-world 
experience. The professor says, “But I’ll 
bet you can’t tell me what it smells like in 
the Sistine Chapel. You’ve never actually 
stood there and looked up at that beautiful 
ceiling”. True knowledge comes from living 
life, not from books, pictures, videos or any 
other representations of the real world.

Like the prodigy in the movie, an AI can 
be fed all the knowledge in the world 
that exists, but an AI will never be able to 
experience the world like a human being. 
There is something unique and beautiful 
about being human and being able to feel 
of the warmth of the sun on our face, enjoy 
the melody or beat of music, or the ability 
to behold a beautiful sunset – experiences 
that AI will never fully be able to replicate, 
no matter how advanced it becomes. 
How humans react to products, or life in 
general, is not captured solely in the brain 
as factual or semantic knowledge, our 
bodies and sensory experiences play a 
significant role, too. 

Key takeaways

True knowledge comes 
from living life, not from 
books, pictures, videos or 
any other representations 
of the real world.

01
Synthetic data will never be human. 
AI alone can never echo our product 
experiences, which combine the five 
senses, emotions, expectations, 
and context. Therefore, our goal is 
to boost human input with synthetic 
data, not replace it.

02
Accuracy hinges on the training data. 
The value of synthetic data is not binary 
(good or bad); the accuracy of synthetic 
data depends on many factors including 
the differences in the data we are trying 
to replicate, and the representativeness 
of the real-world data we are training 
an AI to learn from. The use of synthetic 
data should be strategic, considering the 
associated risks and benefits.

03
When accurate, it can power product 
testing. Synthetic data can boost market 
research agility, making it ideal for 
resource-intensive areas like product 
testing – reducing costs, saving time, with 
additional benefits for detailed sub-group 
analyses.
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 ABSTRACT 

The historic assumption that larger sample sizes are needed 

for product tests derives from the hypothesis that there is 

a risk of unreliable and varying consumer responses, i.e., 

variance. Today, large consumer panels and databasing of 

consumer responses allow us to revisit historic variance 

assumptions for product development. In this paper we 

investigate the variance of products tested across regions 

and categories using different scales from 36,500 consumers 

in our database. We assess how reliable a smaller sample 

size of n=50 is versus larger samples of n=150 or more 

when testing prototypes in the early stage of the product 

development and (for cost rationalization studies) in the later 

stage of product development. Our findings suggest small 

sample sizes can be considered when the objective is to 

create differentiating products such as for pre-screening 

of prototypes. Such pre-screening allows us to save cost 

and time by reducing the number of products required for 

further testing. However, for other types of testing such as 

cost rationalization studies, or when subgroups need to be 

analyzed, larger sample sizes are recommended.
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